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Weaknesses of Supervised Learning
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Need a lot of annotation data: In real life, a lot of annotated data costs a lot.
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The problem of labeling data limits the development of machine learning.
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1. srfk2% 2] Reinforcement learning



1. What is reinforcement/reinforcement Learning

* reinforcement learning (RL), also known as reinforcement learning, Is one
of the main methods in the field of machine learning and intelligent
control in recent years. Reinforcement learning is learning what to do ----
how to map situations to actions ---- so as to maximize a numerical reward

signal.

* In other words, reinforcement learning Is concerned with how an agent
can adopt a set of behaviors in the environment in order to obtain the
greatest cumulative reward.

 Through reinforcement learning, an agent should know what behavior to
take in what state. RL is learning from the mapping of environmental
states to actions, which we call policy.

https://blog.csdn.net/zz_1215/article/details/44138715



* In classical reinforcement learning, the player, as an Agent,
has a series of interactions with the Environment. At each
moment, the environment will give a current state, the
player will make a decision according to the state, the
decision will affect the environment, so that the
environment has a certain change, the changed
environment will give the player a "Reward", the reward
can be positive or negative, it is used to feedback the user's
current performance. The environment also gives the
player feedback on the state of the next moment, so that the

player can make a new round of decisions.
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« Reinforcement learning is trial-and-error learning. Since there is no direct
guidance information, the agent must constantly interact with the environment to
obtain the best strategy through trial and error.

 Delayed reward, reinforcement learning has little guidance and is often given after
the fact (the last state), which leads to the problem of how to allocate the reward to
the previous state after the positive or negative reward has been obtained.

 Reinforcement learning is a very active and interesting area of machine learning,
and it is closer to the nature of biological learning than other learning methods,
and therefore promises to achieve higher intelligence, which has been shown in
board games.

* Tesauro(1995) describes the TD-Gammon program, which uses reinforcement
learning to become a world-class backgammon player. After 1.5 million self-
enerated games training, the program has nearly reached the level of the best
uman players, and in the competition with the top human masters achieved 40
sets only lost 1 game good results.
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Deep reinforcement learning and Alphago

* In January 2017, Hassabis, CEO of Google DeepMind, announced the
launch of the real 2.0 version of AlphaGo at the DLD (Digital, Life,
Design) Innovation conference in Munich, Germany. Its characteristic
IS to abandon human chess, only rely on deep learning to grow up to
challenge the limits of Go.
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AlphaGo Zero

* The new version of AlphaGo starts
completely from 0O, does not use any
previous human experience and data,
and learns by itself, and fights left
and right to complete the ngra_de_.
The visual analogy is about an idiot
who taught himself to go for three
days and then beat a master who had
studied all kinds of chess and
absorbed almost all human
experience.

* "What really amazes me is that with
just 4.9 million self-matches, and
ust 1,600 MCTS per move rollout, \
| erol F’],as surpassed last March's AphsGo Fan  AlphaGo Lee  ALphaGo Master AlphaGo Zero
evel.
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3. Characteristics of deep reinforcement learning

 Reinforcement learning gets a lot of
media attention, but Its use In
business is uncommon. The main
reasons are:
 The task needs to be very simple;

 Large amount of data/number of
experiments required,;

* The performance of some tasks Is
Inferior to that of traditional
optimization methods.

http://www.360doc.com/content/18/0818/00/7669533 77911
8345.shtml
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2018 Interstellar Al Contest winner is born!
One machine learning algorithm after
another lost to a Korean bot that couldn't

learn

Just now, the new king of Starcraft Al Competition was born!
o AIphaGo'S task: Morg than two dozen Al's that have master'ed machine

learning skills all bow before a bot that can't learn and can

N S|mp|e rules and excessive repetition only act mechanically based on rules. Including the

Facebook Al team under Yann LeCun, one of the Big Three.
* |s the sum of human experience useless? Their Al was runner-up, but in the 100-round battle with
the new King, the record was 83-17 wins, and the
disadvantage was clear. Other ais are no match.
In 2,600 battles between the new hegemon and all
opponents, the win rate reached 95.91%. In the previous
competition, the highest victory rate of the champion was
only 89%.
Who the hell is it? What team's artificial rules could crush
the Al so much? The answer: SAIDA.
An important reason why Saida is so powerful is that
there are Korean professional star players behind it. The

150/ 164

" g first Samsung Saida, representing the experience of top

72 /144

human players; The second, Facebook CherryPi, has a top
programmer and three top bot authors.



2. tHHAH: GAN
Out of nothing: GAN




What is a GAN (Adversarial Generative Network)

« Machine learning models can be divided into two categories, the
Discriminative Model and the Generative Model.

 The discriminant model requires input variables to predict through
some model.

« For example, given a picture, determine whether the animal in the picture is a
cat or a dog.

 The generative model Is given some implicit information to randomly
generate observation data.

« For example, give a series of pictures of cats and create a new cat (not in the
dataset).



What i1s a GAN
Generative Adversarial Networks

The generating adversarial network is mainly composed of generating part G and discriminating part D.
The training process is described below: Real / Fake

1.  Input noise (hidden variables) z

2. Obtained by generating part G xsqxe = G(2) D _____

3.  Take some real data from the real data set x,.4;
4.  Mixthe two x = Xrgke + Xrear
3)

Feed the data into the discriminant part D and give the label x¢qxe = 0, X7.¢q; = 1 (a simple two-

class classifier X
. L . DS G
6.  According to the classification result, loss is returnedin the whole process, ;ggéﬁzaz
i . i imBVNE yEREW
D should make as much as possibleD (G (2)) = 0, D(x,eq;) = 1 (fire eye crystal, good Kill also do not % s e i « ¥
; . . . ' ol "B
leak). G is to make D(G(z)) = 0, that is, to make the generated picture as fake as possible. The whole g;’ﬂmg%ﬁﬂ Z
training process is like two players playing against each other, which is where the name Adversarial R EECEE=RE e
comes from. In his paper [1406.2661] Generative Adversarial Networks, Goodfellow theoretically SEASTT P
dREGEREESOSE

proved the convergence of the algorithm and demonstrated that when the model was generative, the
generated data had the same distribution as the real data (ensuring the model effect).

Goodfellow, lan, et al. "Generative adversarial nets." Advances in Neural Information Processing Systems. 2014.
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DeepFake # 5 AR

o SCIN A H o — N NS
AR 4% . Output another
person/animal video iIn real
time.

Reenactment Pipeline
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3. MR T 5 2 A4S
generative pre-training and multimodes
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Radford, A., & Narasimhan, K. (2018). Improving Language Understanding by Generative Pre-Training.

T2t ( Generative Pre-Training )
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Figure 1: (left) Transformer architecture and training objectives used in this work.
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(right) Input

transformations for fine-tuning on different tasks. We convert all structured inputs into token
sequences to be processed by our pre-trained model, followed by a linear+softmax layer.



RS TR R A ) B 18 K- Rapid growth in model size

* ChatGPT 2% T GPT-3.5 (Generative Pre-trained Transformer 3.5) Z2# 7T & F%F 15 AR
A, ZlInstructGPT By Ul sp i . ChatGPT/R 1] B /& OpenAl 7£GPT-4 1E =3 H 2 Hir 17
7, BT KESTIEETE. ChatGPT is a conversational Al model developed based on
GPT-3.5 (Generative Pre-trained Transformer 3.5) architecture, and is the sibling of
InstructGPT. ChatGPT is likely to be a walkthrough for OpenAl before GPT-4's official
launch, or to collect large amounts of conversation data.

| ErEiEE
GPT-1 2018568 1.171Z, #J5GB
GPT-2 20192H 1547, 40G
GPT-3 2020558 175047 45TB

ChatGPT 2022118 FH72k? =1E
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Devlin et al. 2019, BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding, Proceedings of NAACL-HLT

2019 (Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies),
pages 4171-4186, Minneapolis, Minnesota, June 2 - June 7, 2019.
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Multilingual BERT

The Multilingual BERT training

Pikdmbatet.o :
method is simple. It uses monolingual MM;;';E;‘:Z;W 2 Q@Jump
corpus (shared word piece vocabulary) e S0 — W o,
from 104 languages and BERT's Bam“ % "0_
training objective (MLM). No R ki | S, & SWIm
information is added to indicate the Yoruba | Serhecretian rabbit ® o
language of each sentence. There is TSR Wnare= ‘® fish
also no explicit mechanism that o Boman Lilbwseian S Drayidian |
causes synonyms in different — bk oo

languages to have similar expressions.
That is, for the model, it only learns a
"hodgepodge" of languages, and the
training is no different from training Slexmmnic
I Luxelr‘nol‘awo g&%"“ I Iandic( o
dan EnghSh BERT o Japanese

Bavarian
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Train network to predict pixel colour from a monochrome input

Grayscale image: L channel Concatenate (L,ab)

X ¢ RExWx (X,?)

. “Free”
L =5 b———* =»| ab |« supervisory
signal
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The weakness of artificial intelligence
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MLAS 57 > AL A ] 52 100%HE A
Machine learning algorithms cannot be 100% accurate

* 45 (Occlusion) o B BRI (NIZRFEAR )

» J£AZ (Deformation) Lack of labeled data (small training

« WEBE (Background Clutter) sample)

. iﬂﬁ/}?ﬁ% (Scale Vc’):ll‘l&'[lOﬂ) o FRVEAVER Inaccurate labeling

« J6HE Cillumination ‘ .
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https://blog.csdn.net/weixin_36836622/article/details/85644377
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http://k.sina.com.cn/article_6225118126_1730bc3ae01900xtf6.html
W3 &k, R gl 5 ) 2 3 2| A 242 Completely abandon
radar, Tesla pure visual autopilot in the end how great? ~ i

2021704 H 13 H 18:50 FriE M

Elon Musk &
@elonmusk

Almost ready with FSD Beta V9.0. Step change improvement

is massive, especially for weird corner cases & bad weather.
Pure vision, no radar.

3:13 AM - Apr 10, 2021 [
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7] Fiiproblem:

o A n] UAE AT ENA wH R ? 435 AR BL? What scenarios

can computer vision technology be used? What scenario Is not acceptable?

o IR AN SEE R BORSEBL AL H #5 ? How to achieve business goals
based on imperfect technology? - :




5. N LA GeHI N A

The application of artificial Intelligence
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can be useo

IN a busmess environment?

LA BERORBE R T R IAEE? What Al technologies

AL RE

Artificial intelligence
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Turing test HE LA B Computer
N T BEAE 2 Artificial vision
intelligence concept
"X N TR
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Machine translation
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Not much media coveragelt.
Widely used in commercial
field

PR IEIR 2

e Mb A5t Bz FH AR 2D
There's a lot of media
coverage.Commercial
applications are rare



2. N LA Re Fi AR +E b 28 5= 2] H AR Al technology + traditional
machine learning technology

AT e EArtificial TS LEIR L L Lk i
intelligence feature fﬂ FHRBLE AT
or example: recognizing the emotion of text,

semantic understandmg Feature extraction in pictures,

Lost users 1

PR R )1 25

Model traini PlLas 2 IR A% S B0 25
odel trainin : Machine learning . .
[ gg”g?ﬁi%);ﬁ)ﬂ 0 f Feature list model selection Parameter training
Non-loss user O ok S AR A A X ] mARHP 1
Difference between losing Lost users 1
and non-losing user,

K700 7 LR & m%lil?uf - | ‘
e 7 eigenvector . JERFEHIT 0 ]
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3. Two modes of Al application

e Self-build (for specific tasks)
* Labeled data
* GPU server
« Someone who understands deep learning
» GitHub: Code sharing website

* Purchase (for popular tasks)

 Purchase products: such as artificial intelligence recorder, artificial intelligence
camera, etc. (butlt-in artificial intelligence algorithm)

» Buy Al services: such as Baidu's Al open service
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Zf: AEETHIT R ) “E3E” Case in point: The 'Lu Ban'
who laid off designers

« N8R “BI” —RALTER4000/7 7Kt B, Dy i 440 5K i S
FF o ﬁn%éaauﬁJﬂﬁ}\$7<mﬁk (BB 7K I 7 ZEFEN 200 81, AT i AL
F100/ T IR L3004 . Artificial intelligence "Luban™ can complete 40
million design drawings a day, and provide nearly 400 million poster support for
Double 11. If you rely on designers to complete it, assuming that each drawing
takes 20 minutes, It will take 100 designers to do it for 300 years.

A TmhE SHEHA, NEFIXEZFULENRITHEFES
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The future of Al/ Deep Learning neural
networks




1. N TE el & IR & The development status and
trend of artificial intelligence

c L HKW A, NTHEBER KERGEHE =1PrE: According to
experts, the development of art|f|C|aI mtelllgence may have three
stages:

« 55 N B BEM EX (ANI, Artificial Narrow Intelligence)
« 58 N TR RERT L (AGI, Artificial General Intelligence)
« N TRERTBL (ASI, Artificial Super Intelli¢c nce)

55 Narrow




ANI, Artificial Narrow Intelligence

* ANI, which only focuses on completing a specific task, such as speech
recognition, image recognition, and translation, is specialized in a
single aspect of artificial intelligence, similar to advanced bionics.

* It exists only to solve a specific class of task problems, mostly
statistical data, from which to generalize the model.

* Google AlphaGo and AlphaGo Zero are typical "weak artificial
Intelligence”, they are at best an excellent data processor, although
they can beat the world champion in the chess field, but AlphaGo and
AlphaGo Zero can only play chess, Is an artificial intelligence good at
a single game field. Making them better at storing and processing data
on hard drives Is not thelir strong suit.



AGI, Artificial General Intelligence

« AGI Is a human-level artificial intelligence that iIs comparable to
humans in every way, and a machine with AGI is not only a tool, but
also has a "thinking" in itself. A sentient and self-aware AGI can think,
plan, solve problems, think abstractly, understand complex ideas, learn
quickly, and do most of the mental work humans can do.

At present, how Is the international AGI technology research progress?
Professor Michael Wooldrige, former president of the International
Federation on Artificial Intelligence and head of the Department of
Computing at the University of Oxford, noted at the 2016 CCF-GAIR
conference that there has been "little progress or even very little
progress and serious activity" in research into strong artificial
Intelligence.



ASI, Artificial Super Intelligence

* Nick Bostrom, an Oxford philosopher and well-known thinker on artificial
Intelligence, defines superintelligence as being "vastly smarter than the smartest
human brain in almost all areas, including scientific innovation, general
knowledge, and social skills."

* In the stage of super artificial intelligence, artificial intelligence has crossed the
"singularity”, and its calculation and thinking ability has far exceeded the human
brain. At this time, artificial intelligence is no longer human beings can understand
and imagine. Artificial intelligence will break the dimensional limitations of the
human brain, and what it observes and thinks is beyond the understanding of the
human brain, and artificial intelligence will form a new society.

« "The last job of mankind is to invent superartificial intelligence."

* The goal of the international mainstream academic community of
artificial intelligence is weak artificial intelligence.
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Pieter Abbeel: Where should we focus in the next 30-50 years?

Geoffrey Hinton: In terms of historical evolution, it r_na?/_be Inevitable that digital
Intelligence is superior to bIO|O|gIC8.| Intelligence, digital intelligence may be the next
stage of evolution, and we should keep Al under control as much as possible.

Sometimes | think: if frogs invented humans and wanted to control humans, but there is a
huge gap between frogs and humans in terms of intelligence, so | don't think "inventing
humans™ is a good thing for frogs.

Of course, this is not a true argument, because humans evolved and are evolving toward
their own goals, but digital intelligence does not have its own goals. Once a digital
Intelligence has the idea of "make more of me," then evolution takes place, and the digital
Intelligence most determined to reproduce itself wins.

Pieter Abbeel: If we want digital intelligence to have this kind of goal, will the
process be difficult?

Geoffrey Hinton: It's easy to give digital intelligence the goal of "self-reproduction,”
but it's crazy.



A conversation between GPT-3 and J1-Jumbo
https://thealgorithmicbridge.substack.com/p/what-does-an-ai-say-to-another

How did | do it? | opened both playgrounds and then copied and pasted each response to the
other website—effectively acting as a human messenger.

To get the result | wanted I first defined the direction and the style of the dialogue. | wrote a
short prompt detailing the Als’ roles and personalities, as well as a few samples to condition
them toward my preferred topic.

The prompt is in bold at the beginning and my comments are in italics. Everything else is the
unedited exchange between GPT-3 and J1-Jumbo.

Before we start, let me put a disclaimer here in case anyone chooses to take this too seriously:

This article is for entertainment purposes only. Al may express itself in a way that resembles
humanness, but it’s just in appearance, an illusion fueled by our tendency to
anthropomorphize it. Language models predict the most probable next word given a text
history. No thoughts, no feelings, no understanding, and no intent.
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From passive function calculation to active function
calculation
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Predictive goals’s self-fulfilling All the existing knowledge
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= UH MU B 32 2 Where does self-awareness come from?
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Have a purpose (Meaning of life)
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Keep thinking about it |
(human thinking doesn't stop) Love an belenging
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Active output (speaking, doing things)
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Ask for feedback (approval)
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Thank you for your attention.
liuyuewen@xjtu.edu.cn
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