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Abstract. Social network services, such as Facebook and Twitter in U.S.A.,
RenRen, QQ and Weibo in China, have grown substantially in recent years.
Friend recommendation is an important emerging social network service com-
ponent, which expands the networks by actively recommending new potential
friends to users. We introduce a new friend recommendation system using a
user’s information of total attributes and based on the Law of total probability.
The proposed method can be easily extended according to the number of user’s
attributes in different social networks. Our experimental results have demon-
strated that superior performance the proposed method. In our empirical studies,
we have observed that the performance of our algorithm is related with the
number of user’s friends. Our findings have important and practical applications
in social network design and performance.

1 Introduction

Social network services, such as Facebook and Twitter in U.S.A., RenRen, QQ and
Weibo in China, have grown substantially in recent years. Friends recommendation is
crucial for the growth of social networks. At the early stage of social networks, the
network is small with only a few users, it is easy to browse over other users’ profiles to
make a friend request. Nowadays, the number of social network users reaches an
unbelievable level. In October 2012, the number of users in Facebook reaches one
billion. The RenRen also have more than 200 million users by the end of 2012. Now it
is obviously impossible for the user to browse over millions of other users’ homepages
to look for someone can be his/her friend. Social network users need an efficient friend
recommendation system. For example, “People You May Know” of Facebook and
other similar recommendation service are provided by Twitter, QQ, Weibo, and
RenRen.

Existing friend recommendation algorithms in principle are based on two different
approaches including the Path-based method and the Friends-of-Friend method. The
Path-based method uses friend linkage information using concept of the well-known
PageRank algorithm. Due to the high computational cost, this type of algorithms is
seldom used in commercial social network services. The Friend-of-Friend (FoF) is an
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efficient and widely used recommendation algorithm in social networks due to its low
time complexity. The algorithm identifies potential but unlinked friends and makes
recommendations. Existing FoF algorithms only focus on the relations between users,
but overlook user attributes.

In this study, we systematically evaluate the state-of-the-art algorithms to discuss
their strengths and weaknesses. We then propose a new friend recommendation with
user’s information of total attributes (FRUITA). This paper is the first study that
presents a friend recommendation system integrating social network users’ attributes
with the law of total probability. FRUITA can be easily extended to accommodate new
set of user attributes in different social networks. In our empirical study, we have
extensively evaluated the FRUITA algorithm with other state-of-the-art FoF algo-
rithms, including Common-Neighbors algorithm, Jaccard algorithm and Adamic/Adar
algorithm using real-world data. We have collected 7 million users’ public information
and their friend relationships from one of China’s dominant social network website.
We have observed that the performance of our algorithm is related with the number of
user’s friends. In particular, when a user has a small number of friends, the proposed
FRUITA algorithm performs much better than other algorithms; when a user has a
large number of friends, the overall performance of FRUITA becomes less impressive
but it is comparable with others and its precision rate is outstanding.

The rest of this paper is organized as follows. Section 2 gives a brief literature
review of recommendation algorithms. Section 3 presents the methodology of the new
algorithm. Section 4 discusses our real-world case study. Section 5 concludes the
paper.

2 Related Literature

Recommending people is an important issue in social network. It has been shown that a
recommendation service increases the connections between users, as well the user’s
loyalty to the social network. Different from recommending items, recommending
people is relatively new in the research of social network, and there is less literature in
this field. Friend-of-Friend and Path-based approaches are two basic methods.

2.1 Friend-of-Friend (FoF) Method

The FoF algorithm derives from the fact that if two users in the social network share
many common friends, they may have a great chance to become friends in the future.
This algorithm is also called as “Common-Neighbors”. Newman designed an experi-
ment and exploited the data of authors in two databases for a six-year period to provide
evidence for the primary idea of FoF [4]. Their research also showed the proportional
relation between the probability of the author having new co-authors and the number of
the coauthors he or she already had. Jin et al. used the FoF algorithm as one of the three
general principles to create a simple model that described the growth of social networks
[5]. The friend recommendation system on Facebook, which gives a list of the “people
you may know”, is also based on the FoF algorithm.
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As the continuous growth of social networks, the primary Common-Neighbors
model proliferates into several improved algorithms, such as Jaccard coefficient and
Adamic/Adar. In order to prove that some factors perform better in the link prediction
problem, Adamic and Adar introduced a new algorithm to calculate the similarity of
two actors by analyzing text, in-links, out-links and mailing lists on the homepages of
the social networks [6]. The number of common friends between two actors can be
used to evaluate the similarity.

Preferential attachment is one of well-known models to describe the expansion of
social networks. Barabasi and Albert explained that a social network expanded when
new actors joined in, and these new actors link preferentially to the old actors who have
more links already [7]. Barabasi et al. (2001) studied the data with an 8-year period in a
database of co-authorship information, and tried to find the evidence of preferential
attachment in the evolution of social network [8].

2.2 Path-Based Method

Differing from the neighbor-based FoF approach, calculating the shortest path is the
basic idea of the Path-based methods. Katz predicts the probability by the sum of all
paths between two nodes. And the shorter paths have more contribution than the longer
paths in the link prediction [9].

Brin and Page introduced the PageRank algorithm as a key component of Google
search engine. It weighs every element within a set by the link-in and link-out numbers,
and then gives a rank of all the elements [10]. There are several improved algorithms
based on PageRank [11, 12].

Jeh and Widom proposed SimRank to measure similarity of elements using the
information of their relations. SimRank combined the features of FoF and the Random
Walk algorithms, and Random Walk is also used in PageRank [13].

Yin proposed and evaluated a framework of LINKREC, which used the informa-
tion of the network structure and the actors’ attributes, based on the Random Walk with
Restart algorithm [14].

3 Methodology

For a friend recommendation system, an example of a candidate friend may be
x1; x2; � � � ; xi; � � � ; xmh i: xi i 2 1; � � � ;mf gð Þ stands for the attributes of the candidate,
such as gender, age, location, interest and number of common-neighbours, these
attributes may be independent or not. For example, young men may show strong
interest in sports, so the gender and age will actually have influence on the attribute of
interest. Even if some of the attributes are not independent, we still use Eq. (1) to
calculate the total probability of friend recommendation under strong independence
assumption. Because we don’t use the calculated probability value to directly predicate
the chance that the candidate will really become a friend of the user in the future, we
just use the probability values to select potential strong candidates. Our friend rec-
ommendation system will give the user a list of candidate friends ranked by the
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probability values. The advantage of decoupling of the class attributes using the strong
independence assumption is that we can independently calculate each user attribute
distribution quickly. Similar as the theory behind naïve independence assumption used
in the successful naïve Bayesian classifier [23], dependence among users’ attributes
may likely be canceled out, and the performance of our friend recommendation system
can still be strong. Our empirical results have approved our argument.

For each attribute, we can calculate the prior probability by the data of the existing
friends of the user. The relation between a candidate and the user can only be two
types: friends or not. Let y indicates a binary variable which reflects the relation
between the candidate and the user. If the candidate is a friend of the user, we define
y = 1; else y = 0. Consider xi i 2 1; � � � ;mf gð Þ as the attributes of the user, then the
probability that the user will collaborate with the candidate is:

P y ¼ 1
\m

1
xi

���
� �

¼ 1�
Ym

1

1� P y ¼ 1 xijð Þð Þ ð1Þ

In Eq. (1), m denotes the number of user’s attributes existing in the social network.
P y ¼ 1 xijð Þ denotes the prior probability for each attribute that the probability that this
candidate will be friend of the user in the future. It can be calculated by the statistical
result including the information of all the friends of the user’s existing friends
(friends-of-friend) and the number that how many of them are already friends of the

user.
Qm

1
1� P y ¼ 1 xijð Þð Þ denotes the probability that the candidate will not be the

user’s friend based on all the m attributes.

Algorithm 1: FRUITA (Friend Recommendation with Users’ Information of Total 
Attributes)

1. Input: The database of the friendship relations between users in the social 
network; the database of the users’ m attributes.

2. Construct the social network graph for the user by the database of the relation. 
All the friends of the user’s existing friend are Vt; the set of the persons in Vt who
have already been friends of user is Vf; the set of the other n persons in Vt will be the 
candidates for the friend recommendation system and we mark it as Vc. 

3. Estimate the probability P(x1) that Vt will be friend of the user for attribute i by 
the statistical result of Vt and Vf. For all m attributes, we will get {P (x1), P (x2), … , P 
(xm)}. 

4. Calculate the probability P for each of the n candidates in Vc using Equation (5) 
and {P (x1), P (x2),… , P (xm)}. 

5. Sort the n candidate by the value of probability P. 
6. Return: Top k of the sorted n candidates as the list of friend recommendation 

result.

The pseudo-code of recommendation algorithm FRUITA is shown in Algorithm 1.
In step 3, if calculating each P of the attribute costs time m and there are n attributes,
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the time complexity of step 3 is O(mn); in step 4, if calculating each P of the candidates
costs time m and there are n candidates, the time complexity of step 4 is O(mn); in step
5, we use the function “Rank()” in SQL to sort the results and the time complexity of
step 5 is O n log nð Þ.

4 Empirical Study

In order to carry out the experiments, we use a web crawler to get the user data from
RenRen (http://www.renren.com) and store it into a database. RenRen is one of the
most popular social network websites in China and have more than 200 million users in
total. First, we download the information of 240 users with different attributes and we
defined them as D1 nodes. Second, we extend to the information of 51,340 D2 nodes
which are the friends of these 240 users. Third, we keep on collecting the data of the
D2 users’ friends and we call them D3 nodes and there are 7,158,934 D3 in total. These
nodes and the edges between them form a social network structure for our case study.

With the data we get from RenRen, we have evaluated FRUITA with other
state-of-the art FoF algorithms. Specifically we split each user’s friends to 10 partitions,
and try to see how well one specific algorithm can predict 1 partition using the other 9
partitions. As depicted in Fig. 3. This method of handling the data collected in a time
point is widely used in the field of friend recommendation in a social network. This
method also has one significant limitation. The friend recommendation results that are
not in the set of the 1 partition do not mean they are wrong, because some of them may
be the potential friends of the user and will be added by the user as friends in the future.
So we expect that the actual precision value of the algorithms should be higher than the
value in the evaluation report.

The link prediction results are showed in Tables 1, 2, and 3.
Table 1 shows an overall result of the friend recommendation for the 240 D1 users

in RenRen. We can see that the FRUITA performs best in MAP (16.97 %), and some
P@N (76.92 % precision at 1, 50.17 % precision at 2, and 10.83 % precision at 100).
Common-Neighbors and Adamic/Adar perform well too. Their MRRs are 40.51 %/
41.59 % and MAPs are 16.24 %/15.97 %, both comparable to FRUITA. The result of
Jaccard’s coefficient is acceptable, but worse than other three.

Then we divide the D1 users by the number of their friends into two groups, and
repeat the experiments. Table 2 shows the result of the D1 users whose friends are less
than 100, and Table 3 shows the result of the D1 users whose friends are more than 100.

Table 1. Overall result of algorithms comparison

P@1 P@2 P@5 P@10 P@50 P@100 MRR MAP

FRUITA 0.7692 0.5017 0.3897 0.2823 0.1719 0.1083 0.4121 0.1697
CN 0.6581 0.4957 0.3932 0.2908 0.1737 0.1083 0.4051 0.1624
JAC 0.5000 0.4171 0.3436 0.2675 0.1649 0.1069 0.3736 0.1340
ADA 0.6154 0.4744 0.3782 0.2812 0.1679 0.1076 0.4159 0.1597
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In Table 2, all the results are worse than Table 1 as expected. The FRUITA has the
best MAP (20.69 %), P@50 (2.95 %). The Common-Neighbors has the best P@1
(40.68 %), P@2 (16.27 %), P@5 (10.51 %), and P@10 (6.36 %). The result of
Adamic/Adar is not as good as Common-Neighbors and FRUITA, but still comparable.
The result of Jaccard’s coefficient is much worse than other two algorithms and
unacceptable.

In Table 3, all the results are better than Table 1. The Common-Neighbors beat
other three algorithms in most of the indices (MRR 44.17 %, P@5 49.03 %, P@10
36.74 %, P@50 22.29 %, and P@100 13.95 %). The result of FRUITA is impressively
outstanding on P@1 91.43 % and P@2 61.71 %. Because the top recommended person
is always the first one browsed by the user, P@1 is the most important one in P@k. The
results of Adamic/Adar are comparable to FRUITA and Common-Neighbors. Jaccard’s
coefficient is still worse than the other three, but the gap is evidently narrowed than the
value in Table 3.

Our extensive empirical studies have shown that (1) in total, FRUITA performs
much better than other basis algorithms. The performances of Common-Neighbors and
Adamic/Adar algorithms are better than Jaccard’s coefficient; (2) When the user has
relatively less friends (e.g., <100), FRUITA performs better than Adamic/Adar and
Common-Neighbors, and much better than Jaccard’s coefficient; (3) When the user has
relatively more friends (e.g., >100), the performance of FRUITA, Common-Neighbors
and Adamic/Adar performs are comparable, and Jaccard’s coefficient is still the worst.
The precision of FRUITA is impressively outstanding at top recommended results.

Table 2. Result of algorithms comparison (Friends < 100)

P@1 P@2 P@5 P@10 P@50 P@100 MRR MAP

FRUITA 0.3390 0.1593 0.1000 0.0627 0.0295 0.0164 0.3287 0.2069
CN 0.4068 0.1627 0.1051 0.0636 0.0281 0.0158 0.2963 0.1739
Jaccard 0.1186 0.0610 0.0492 0.0305 0.0183 0.0112 0.1901 0.0997
Ada 0.2373 0.1288 0.0847 0.0576 0.0281 0.0169 0.3430 0.1530

Table 3. Result of algorithms comparison (Friends > 100)

P@1 P@2 P@5 P@10 P@50 P@100 MRR MAP

FRUITA 0.9143 0.6171 0.4874 0.3563 0.2199 0.1393 0.4402 0.1572
CN 0.7429 0.6080 0.4903 0.3674 0.2229 0.1395 0.4417 0.1586
Jaccard 0.6286 0.5371 0.4429 0.3474 0.2143 0.1391 0.4350 0.1456
Ada 0.7429 0.5909 0.4771 0.3566 0.2151 0.1382 0.4404 0.1619

A Friend Recommendation System Using Users’ Information 39



5 Conclusions

The FRUITA not only inherits the advantage of FoF but also has a flexible format
which can be easily extend according to the number of user attributes. We evaluate the
new algorithm with other FoF algorithms using real-world data. Our result shows that
the FRUITA performs best of all in total. And our study also finds that performance of
all these friend recommendation methods may depend on the number of users’ existing
friends. When the number of existing friends is falling down to less than 100, the result
of Jaccard’s coefficient may be unacceptable and Adamic/Adar also performs worse but
still acceptable. By contrast, Common-Neighbors and FRUITA keep perform well.
Furthermore, FRUITA still keep its strong performance when the number of existing
friends increases, while other algorithms may not be able to do so.

We also observed that the way of utilizing information is very important for an
algorithm. Adding extra information to an algorithm does not necessarily enhance the
performance of the algorithm, unless the information is integrated properly. The
Common-Neighbors algorithm utilizes only the number of common-neighbors; the
Jaccard’s coefficient utilizes more information, including the number of
common-neighbors, the number of the user’s and the candidate’s friends, but ironically
performs worse than the Common-Neighbors algorithm, because the three numbers are
integrated arbitrarily rather than properly. The Adamic/Adar algorithm also utilizes
more information, i.e., the number of friends of the common neighbors. However,
when the number of common-friends is relatively low, introducing extra information to
the algorithm may introduce too much noise, thus the Adamic/Adar algorithm performs
not better than the Common-Neighbors algorithm. When the number of
common-neighbors is relatively high, the noise brought by the number of friends of
common-neighbors is weakened, thus the Adamic/Adar algorithm performs better than
the Common-Neighbor algorithm. Compared to Adamic/Adar, FRUITA efficiently
utilizes users’ information. It can handle all the user attributes flexibly in a social
network. And the recommendation results will be enhanced with the increase of the
number of user’s attributes.
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