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Abstract
Multi-source information not only helps to solve the problem of sparse data but also 
improves recommendation performance in terms of personalization and accuracy. How-
ever, how to utilize it for facilitating academic collaboration effectively has been little stud-
ied in previous studies. Traditional mechanisms such as random walk algorithms are often 
assumed to be static which ignores crucial features of the linkages among various nodes 
in multi-source information networks. Therefore, this paper builds a heterogeneous net-
work constructed by institution network and co-author network and proposes a novel ran-
dom walk model for academic collaborator recommendation. Specifically, four neighbor 
relationships and the corresponding similarity assessment measures are identified accord-
ing to the characteristics of different relationships in the heterogeneous network. Further, 
an improved random walk algorithm known as “Heterogeneous Network-based Random 
Walk” (HNRWalker) with dynamic transition probability and a new rule for selecting can-
didates are proposed. According to our validation results, the proposed method performs 
better than the benchmarks in improving recommendation performances.

Keywords Collaborator recommendation services · Heterogeneous networks · Random 
walk algorithms · Link prediction · Academic social platforms

Introduction

Academic collaboration is becoming increasingly prevalent due to the rapid develop-
ment of knowledge and academic exchanges. Therefore, various academic social plat-
forms such as ResearchGate from Germany, Academia from the United States of Amer-
ica, and ScholarMate from China are designed to strengthen these exchanges among 
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researchers and help them find collaboration partners. These platforms provide users 
with information about relevant research fields and researchers’ achievements (Lee et al. 
2019) and create borderless and accessible opportunities for round-the-clock academic 
exchange. Specifically, academic collaborator recommendation is becoming increas-
ingly important since it can automatically help users find appropriate academic collabo-
rators (Khan et al. 2017).

Collaborator recommendation has greatly promoted the development of international 
disciplines by adopting various classical algorithms for academic collaborator recommen-
dation (Montefusco et al. 2019). Among the methods, graph-based models with collabora-
tion network features are widely used for recommending collaborators. These methods are 
classified into node-based methods and path-based methods. Node-based methods create a 
co-author network in which authors are denoted as nodes and their co-authors are regarded 
as neighbor nodes (Xie et al. 2018), adopting the recommendation strategy that the more 
similar two nodes are, the higher the probability of linkages. The basic similarity of the 
improved walking strategy proposed in this paper tests the structural features. It belongs to 
node-based methods. These methods are famous for their simple calculation, strong univer-
sal applicability, and ability to mine users’ collaboration preferences with topological fea-
tures. Different from the node-based methods, path-based methods consider global features 
rather than local features. In this paper, a novel path-based solution named “Heterogeneous 
Network-based Random Walk” (HNRWalker for short) is proposed. Random walk methods 
are the mainstream algorithms for collaborator recommendation, and they utilize the struc-
ture of networks, especially heterogeneous networks, to iterate and transfer the similarities 
of nodes.

Both node-based methods and path-based methods perform poorly on sparse data, and 
some of the existing studies about collaborator recommendation are based on homogene-
ous networks resulting the reduction of usable features (Zhou et  al. 2017). One feasible 
solution is to use the multi-source information in heterogeneous networks, which can not 
only solve the problem of data sparsity but also improve the personalization and accuracy 
of recommending results (Valdeolivas et al. 2018; Zhou et al. 2017). In the long term, the 
use of heterogeneous networks will be necessary and meaningful in the diversified devel-
opment of internet platforms. Therefore, this paper proposes a novel recommendation 
approach (HNRWalker) that performs well with heterogeneous networks and sparse data. 
Some traditional algorithms likes PageRank (Jung et  al. 2016) and PersonalRank (Zhao 
et al. 2014) are not used in this paper, because their transition probability is static and too 
indistinct to reflect the real cooperative preferences of the target users. Our approach guar-
antees the randomness of the walking and positive guidance during the walking.

To sum up, this paper builds a heterogeneous network using institution and co-author 
networks. This heterogeneous network contains four different neighbor relationships based 
on the different institution affiliations and co-authorships. Then, several measures based 
on these four different neighbor relationships are provided to incorporate the characteris-
tics of heterogeneous networks. Importantly, this set of similarity representation converts 
the static transition probabilities into dynamic transition probabilities, guides the random 
walking process, and retains the target users’ past cooperation habits and preferences.

To test the effect of the improvements, three stages of comparative experiments were 
conducted. The proposed HNRWalker was compared with three types of benchmarks 
(Co-author Network-based Random Walk (CNRWalker) algorithm, five node-based link 
prediction methods, and two classical random walk algorithms). Results of the 3-stage 
experiments show that: (1) incorporating the institution network improves collaborator 
recommendation performance; (2) the new algorithm achieves higher precision and AUC 
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(short for Area under Curve) than the typical node-based link prediction methods; (3) the 
new mechanism performs better than the typical random walk algorithms.

There are three main contributions in this research. First, co-author and institution net-
works are combined to build heterogeneous networks to enable comprehensive profiling. In 
the heterogeneous networks, a new assessment mechanism is developed to generate candi-
date nodes. Second, the attributes of the institution and co-author networks are reasonably 
integrated to better represent the link formation scenes. Compared with PersonalRank and 
Random Walk with Restart algorithms, the improved walking strategy that applies dynamic 
transition probability better characterizes the transfer process of similarities among nodes. 
Third, all the recommended sequences are constructed based on the counted times that the 
starting nodes reach other candidate nodes. This is different from prior random walk algo-
rithms which use the similarity between starting nodes and candidate nodes.

The rest of the paper is structured as follows. Section “Related work” details academic 
collaboration networks and collaborator recommendation methods including the link pre-
diction and random walk algorithms. Then, the mechanism of our proposed random walk 
algorithm and its differences compared to the typical Random Walk with Restart algorithm 
are analyzed in Section  “An improved random walk mechanism”. In Section  “The pro-
posed model”, we explain the details of our approach, including building the heterogene-
ous networks and formalization of migration measures that combine multiple attributes. 
Some validation experiments are designed and analyzed in Section  “Experiments” and 
“Validation Results and Analyses”. Section “Discussion” concludes this research and dis-
cusses future work.

Related work

In this section, we review the research related to this paper in four subsections. In Sec-
tion “Research on collaborator recommender systems”, we sort out the relevant research 
on collaborator recommendation and discuss previous related research from two aspects: 
feature extraction of researchers and modeling methods. We find that single and heteroge-
neous features are both leveraged, but heterogeneous cooperative networks are relatively 
more comprehensive choices. Thus, we compare the network features and specifically 
discuss the characteristics of heterogeneous networks in Section “Collaboration networks 
and heterogeneous networks”, which provides the research basis for the heterogeneous 
networks selected in this paper. Because the graph-based methods are more suitable for 
processing heterogeneous network features, we discuss the graph-based models and two 
typical types of algorithms in “Graph-based models for collaborator recommendation”. 
Section “Summary” is a summary of existing gaps in previous studies, which foreshadows 
the model proposed in this paper.

Research on collaborator recommender systems

How to find more relevant and appropriate academic collaborators is an essential academic 
question. Manual search is simple and direct, but it mainly relies on interpersonal relation-
ships in reality, so it may fall into “local optimum” and miss the information in cooperative 
networks. In contrast, recommender systems can help scholars find appropriate collabo-
rators with less cost. Therefore, scholars pay attention to the collaborator recommender 
systems research. Most previous research focuses on the two main aspects of collaborator 
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recommendation, selection of collaboration features and the recommendation modeling 
methods.

Early research focused on content features and network features. Content features 
include citation articles (Alshareef et  al. 2018), keywords (Cohen and Ebel 2013), titles 
(Luong et al. 2015), and so on. Network features include co-author networks (Zhang 2017) 
and venue networks (Zhou et al. 2017), etc. Some content features such as citation articles 
and titles are translated into semantic network features (Chaiwanarom and Lursinsap 2015; 
Davoodi et al. 2013). Single and heterogeneous network features are both leveraged in pre-
vious studies. However, multi-dimensional networks provide more comprehensive infor-
mation than single networks, so heterogeneous networks constructed by multi-dimensional 
networks are advantageous for recommending academic collaborators. The discussion on 
collaboration networks can be found in Section “Collaboration networks and heterogene-
ous networks”.

The mainstream processing method is to represent and calculate these features in the 
network structure, and the network-based processing methods are more appropriate for fea-
ture modeling, particularly graph-based models. They can be further classified into node-
based methods and path-based methods. To facilitate readers’ understanding, in Table  1 
we classify the relevant literature from two different feature selection strategies and two 
different graph-based modeling methods. Node-based methods can measure the social 
proximity within single networks (Mahapatra et al. 2019); and the path-based methods are 
commonly used by scholars in heterogeneous networks (Mahapatra et al. 2019; Sun et al. 
2019). Graph-based models are further discussed in Section “Graph-based models for col-
laborator recommendation”.

Collaboration networks and heterogeneous networks

Establishing collaborations depends heavily on past cooperative relationships. The signifi-
cance of collaboration networks in collaboration formation has been proved by Hoang et al. 
(2019), Song et  al. (2019) and Bergé (2017). So, recommending collaborators based on 
features of collaboration networks is reasonable and effective.

Since heterogeneous networks contain more collaboration information than single 
homogeneous networks and can better model real-world collaboration systems (Sun and 
Han 2013), heterogeneous networks constructed by combining homogeneous networks are 
more beneficial for collaborator recommendation. As Table  1 shows, Zhou et  al. (2017) 
and Guo and Chen (2014) utilized multiple networks in their collaborator recommenda-
tion research. Zhou et al. (2017) built their heterogeneous network with multiple types of 
objects (papers, terms, and venues). Guo and Chen (2014) built their heterogeneous net-
work with a co-author network and a citation network.

Different from prior works, our research builds a heterogeneous network with the insti-
tution network and the co-author network. Co-author networks are commonly used in col-
laborator recommender systems (Chuan et al. 2018; Makarov et al. 2016), while the institu-
tion information has not been widely used even though it has been proved to be efficient 
information for collaborator recommendation in academic social networks (Brandao and 
Moro 2012) and can be used to predict the possibility of cooperation between uncoop-
erative institutions (Bornmann and Leydesdorff 2015). Results of experiments in stage 1 
shown in Sects. “Experiments” and “Validation results and analyses” also verify the role of 
institution networks.
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Graph‑based models for collaborator recommendation

Based on the heterogeneous network and its characteristics, this paper uses graph-based 
models for collaborator recommendation, similar to Chaiwanarom and Lursinsap (2015), 
Zhou et al. (2017), and Sun et al. (2019). According to the emphasis on different network 
attributes, graph-based link prediction studies can be classified into node-based methods 
and path-based methods, also known as local indexes and global indexes respectively. Most 
of them have the characteristics of simple calculation and high recommendation accuracy 
in dense data-sets. Therefore, many researches try to obtain better recommendation perfor-
mance by combining them with other methods, such as in the studies of Li et al. (2020), 
Xiao et al. (2018), and Wu et al. (2017). Next, node-based methods and path-based meth-
ods are elaborated in detail.

Node‑based methods for collaborator recommendation

Some common and popular local indicators are Adamic–Adar Index (Adamic and Adar 
2003), Jaccard Coefficient (Fang et  al. 2018), Common Neighbors (Yao et  al. 2016), 
Resource Allocation (Zhou et al. 2009), and Preferential Attachment (Weaver 2015). These 
indexes have the advantage of minor calculation compared with other algorithms in recom-
mender systems. They can maintain their high calculation speed even in large and com-
plex networks. However, this high-speed calculation is achieved by sacrificing other fea-
tures since such algorithms only consider the neighbor features of the topology. Therefore, 
they have poor performances when the data is sparse, and it is hard to use such algorithms 
individually. However, when combined with other algorithms, these methods can main-
tain their high-speed calculation and perform well even with sparse data. In this paper, 
we combine these node-based methods with HNRWalker and compare their performances. 
Formulas of all the node-based methods are shown in Table 2. In the equations, |�i| and |�j| 
refer to the degrees of node i and j. |�i ∩ �j| represents the co-neighbor quantity of i and j. z 
is the co-neighbor of j and h. kz is equal to |�i ∩ �j|.

Path‑based methods for collaborator recommendation

Research in collaborator recommendation usually employs path-based methods with 
common indicators such as the Katz Index (Li et  al. 2016) and SimRank (Du et  al. 
2015). For example, by combining the friendship network and the auxiliary informa-
tion from the user-item network, Symeonidis and Perentis (2014) converted the Katz 

Table 2  Node-based methods Node-based method Abbreviation Equation

Adamic–Adar index AA AAjh =
∑

z∈�j∩�h

1

log(kz)

Jaccard coefficient JA
JAjh =

|�j∩�h|
|�j∪�h|

Common neighbors CN CNjh = |�j ∩ �h

Preferential attachment PA PAjh = |�j| ∗ |�h

Resource allocation RA RAjh =
∑

z∈�j∩�h

1

kz
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Index to fit the multi-modal network. It has been proved that the introduction of hetero-
geneous information facilitates object search and increases recommendation accuracy 
(Zarrinkalam et al. 2018; Zhang 2017).

The random walk algorithm has been widely used in academic collaborator recom-
mendation. Luong et al. (2015) used the co-author order, latest collaboration time point 
and frequency of collaboration to compute the walk edges and proposed their Academic 
Random Walk with Restart algorithm based on the author–author graph. Similarly, fre-
quency of collaboration is also used in this paper to show the strength of co-author 
relationships. Zhou et al. (2017) used two importance measures (sequence importance 
and freshness importance) to weight edges in a heterogeneous network constructed with 
multiple types of objects (papers, items, and venues) and proposed the RWR-CR (Ran-
dom Walk with Restart-based Collaborator Recommendation) algorithm. These studies 
have shown that the random walk algorithm is suitable for recommending collaborators.

The random walk strategy can also be regarded as a special link prediction method. 
The core principle of the strategy is to start from an initial node and randomly walk 
according to the neighbor relationship between nodes (Ostroumova Prokhorenkova and 
Samosvat 2016). When the target node arrives at its neighbor nodes, a new network 
node is formed. The random walk strategy emphasizes the connections between nodes, 
and the selection of the next node (hop) is closely related to the neighborhood charac-
teristics of the current node. After constant rounds of iterations, the target node’s own 
relational networks can be formed.

Summary

One serious deficiency in some random walk algorithms like PageRank, PersonalRank 
and Random Walk with Restart is that they do not combine the heterogeneous network 
structure with the node features, or just treat the nodes with equal importance as their 
transition probabilities are static (Valdeolivas et  al. 2018). It is clearly that each node 
and linkage owns individual characteristics such as the strength of the relationships 
between nodes. AA, JA, and other node-based methods have proved that they can well 
characterize the relationship strength between neighbors. This relationship strength is a 
representation of the transitivity for the random walk algorithm. So, characteristics of 
the nodes should be considered while random walking. Moreover, academic collabora-
tion is strongly dependent on relationship networks, and the collaboration intensity of 
scholars affects the possibility of the next collaboration. Liu and Jansen (2017) once 
used the number of social activity features such as retweets and likes to express one’s 
popularity among his/her followers. Similarly, the number of papers that two research-
ers or institutions have published together can reflect the strength of their cooperation; 
thus, we also use the number of collaborations to express the importance of neighbor 
nodes to target nodes in the networks.

Based on the points above, this paper builds a heterogeneous network with the insti-
tution network and co-author network. Then, several measures are provided to quantify 
the institution network features and the co-author network features and evaluate four 
kinds of neighbor relationships. These measures succeed in converting the static transi-
tion probabilities into dynamic transition probabilities. More details about the new ran-
dom walk algorithm (HNRWalker) are discussed in Sects. “An improved random walk 
mechanism” and “The proposed model”.
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An improved random walk mechanism

Finding new collaborators through previous collaborators can be seen as an extension of 
relationships. From the perspective of network structure, this extension phenomenon is 
a process in which a node relies on its neighbor nodes to walk outward. The condition 
for the node to walk is the strong relationships between nodes. For the walking algo-
rithm, it is the transitivity. In this way, random walk algorithm which emphasizes transi-
tivity is the typical algorithm for recommending academic collaborators. Following the 
basic idea of random walk, this paper proposes a random walk algorithm whose mecha-
nism is wholly different from others. For ease of understanding, we take Random Walk 
with Restart (RWR for short) (Valdeolivas et  al. 2018) as an example. In RWR, the 
current node keeps walking to its neighbor nodes in the graph model. When a neighbor 
node is reached, it will continue to walk with a static probability, or abandon walking 
and return back to the target node. After a finite number of iterations, the probabilities 
of reaching a vertex in the graph model gradually converge to a series of static values. 
These values are regarded as the importance degree associated with the starting node. It 
is generally believed that the higher the degree of similarity, the more likely it is to be a 
potential collaborator. The RWR formula is:

In Eq. 1, p(t+1), p(t) and q are column vectors. p(t) means the probability distribution of 
the step t, and p(t)

i
 is the probability that the starting node arrives at node i after t steps. The 

column vector q is a restart vector indicating the starting state, and qi represents the prob-
ability of the starting node in node i. In the initialization phase, the value of the starting 
node (the target user) is set to 1, while other nodes are set to 0. S is the transition prob-
ability matrix and Si,j represents the current transition probability from node i to j. d is the 
probability that the starting node turns back to the target node.

Equation 1 makes it clear that this iterative process disobeys the Markov Chain. It will 
accumulate hop by hop and iteration by iteration until it eventually converges. However, 
our proposed HNRWalker would obey the Markov Chain. There are two main differences 
between HNRWalker and RWR. First, RWR has a static transition probability, but HNR-
Walker dynamically calculates the transition probability based on the attributes of nodes 
in heterogeneous networks. The specific calculation method of the dynamical probability 
will be explained in Section “The proposed model”. Another difference is that RWR uses 
iterated and cumulative calculating to measure the importance of each node toward the 
target nodes. Instead of focusing on the importance degree of each candidate node, our 
algorithm counts the number of times that the target node reaches each candidate node dur-
ing thousands of iterations. In each of the iterations, the target node will randomly move 
forward three hops along the network to determine if the visited node can get a recom-
mended opportunity. After a sufficient quantity of iterations, the number of recommenda-
tions of each node are aggregated and counted. The more visits, the more similarity there 
is between the target node and the candidate node and the more likely they are to establish 
linkages. For a clearer presentation, the differences between HNRWalker and RWR are 
listed in Table 3.

The random walk process of our algorithm is given in Fig. 1. It is emphasized that the 
final recommendation set is obtained by the Top-N candidate nodes that accumulate the 
most recommendation opportunities. Here, each time the target node arrives at other can-
didate nodes, these candidate nodes will add one recommendation opportunity except for 

(1)p(t+1) = (1 − d)Sp(t) + dq.
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the nodes connected with the target node by a solid line. More details about heterogeneous 
networks, neighbor relationships, and transition probability are in the next section.

The proposed model

Based on the institution network and co-author network, we build a heterogeneous network 
and extract features from authors’ co-authorship data and institutional cooperation data. A 
set of attribute similarity measures is defined to give target nodes positive guidance during 
random walking. Our approach is shown in Fig. 2.

Table 3  Differences between 
HNRWalker and RWR 

Difference HNRWalker RWR 

Transition probability Dynamic Static
Range of transition probability Relative size Absolute size
Markov chain Obey Disobey
Convergence Non-convergence Convergence
The possibility of restart Dynamic Static
Output Visiting times Similarity

I1 I2 I3 I4 I5 I6

Start End

1

2

3

0

1

Iterations

Co-authorships built on co-author network

Relationships built on institution network

Nodes which starting node has not yet arrived at

Starting node 

Nodes which starting node has arrived at

Recommending node

Fig. 1  An example of the HNRWalker mechanism. (After 6 rounds of iterations, the blue star node will be 
recommended since the starting node accesses it most frequently)
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Construction of the heterogeneous network

Existing studies have proved that institution information is important for academic collabo-
ration research. For example, Hoekman et al. (2009) believed that institutional information 
can be used to study authors’ collective cooperative behavior. Ortega and Aguillo (2013) 
proved that Google Scholar Citations (GSC) is a suitable tool for cooperation research only 
at the institution- and nation level. Bornmann and Leydesdorff (2015) found that institu-
tion information in co-authorship data can be used to predict the possibility of coopera-
tion between uncooperative institutions. In fact, cooperation between institutions is mainly 
accomplished by inner members, so it is reasonable to believe that institution information 
can be used to predict the collaboration of members. Importantly, according to the research 
of Yan and Guns (2014), predicting collaborations with information at author and institu-
tion level is recommended.

Based on the viewpoints above, two kinds of relationship networks can be established 
based on cataloguing information of research papers. One is the co-author network. Link-
ages between two authors indicate that they have been co-authors before. The other one is 
the institution network. Linkages between two institutions indicate that their scholars have 
once been co-authors in academic publications. We show the heterogeneous network struc-
ture in Fig. 3.

Random walk meta‑paths

There is a fundamental problem in heterogeneous information networks whose network 
structure relates multiple types of nodes and linkages. In order to combine these differ-
ent nodes with different linkages and utilize various attributes to achieve academic col-
laborator recommendation, we must tease out these meta-paths. In general, these paths 
are divided into three categories. The first category is based on the co-author network. 
scholar

paper
→ scholar

paper
→ scholar is the simplest and most direct meta-path. Related rec-

ommendation is the same as ordinary friend recommendation. The second category is 
based on the institution network. If two institutions have a close cooperation relation-
ship, the internal scholars can form meta-paths. A sample of this kind of meta-path is 

Paper Data

Co-author
Network

Institution Data

Extract Institution 
and Paper Data of

Scholars

Institution 
Weight

Collaboration 
Strength

Relationship 
Strength

Recommen-
dation Set

Institution 
Network

Transition 
Probability

HNRWalker

Heterogeneous 
Network

(4 different 
neighbor 

relationships)

Fig. 2  HNRWalker recommendation process
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scholar
institution
→ scholar

institution
→ scholar . The third category is a mixture of the first and sec-

ond categories, such as scholar
institution
→ scholar

paper
→ scholar . Linkage pairs in this kind of 

meta-path are formed by the co-authorships between scholars and partnerships between 
institutions. All kinds of meta-paths are shown in Fig. 4.

According to Figs. 3 and 4, starting node A has four kinds of “Neighbors”. They are B, 
C, D and E. These neighbors have different institution and co-author relationships. B and 
C are A’s real collaborators because they have published papers together. The difference 
between B and C is that B and A are in the same institution while C and A are not. D and 
E are A’s potential collaborators. These potential relationships are built on the institution 
network. The difference between D and E is that D and A belong to the same institution 
while E and A do not.

HNRWalker will also regard D and E as A’ s neighbors. When the starting node A 
reaches D or E, the recommender system will make a record because D and E have the 
qualification to be recommended as potential neighbors. Definitely, every visited node 
(whether a real neighbor or a potential neighbor) will then be the new starting node and 
keep walking to its neighbors as starting node A did. In our proposed walking mechanism, 
each iteration covers three hops, which is a common search space setting. Candidate nodes 
within the space can perform well according to the research of Chaiwanarom and Lurs-
insap (2015) and Cohen and Ebel (2013). Since more hops lowers efficiency, three hops 

x y

11

2 4

3

3

2

1

52

Institution x

Institution y

Scholars

Fig. 3  A demonstration of heterogeneous network structure. (A line with a double-sided arrow indicates 
that two scholars have once published papers together, and the numbers beside the arrows denote the num-
ber of papers they have published together)

P1

P2 P3

P4

A

B C D E

Fig. 4  Path graph of random walk in heterogeneous network
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ensure both accuracy and efficiency. Then if the visited node is not the starting node’s pre-
vious collaborators, it will be recorded.

Transition probability of HNRWalker

Methods based on  node similarities Traditional link prediction methods can be divided 
into node-based similarity methods and path-based similarity methods. The former meth-
ods are more widely used because of their lower computational cost and stronger universal-
ity. Because HNRWalker needs a huge number of iterations, node-based similarity meth-
ods will be the base of the transition probability.

Node-similarity methods are based on a classic assumption: the larger the similarity 
between two nodes, the more possibility they will make a linkage. Previous improvements 
are mostly based on the number of co-neighbors, the degrees of nodes and the correla-
tion between nodes. On one hand, the most extensive idea is that the more co-neighbors 
between two nodes, the more possibility that a potential relationship exists between them. 
On the other hand, the less degrees of two nodes, the more possibility they turn to estab-
lish a new linkage. Based on our experiments in stage 2 shown in Section “Experiments”, 
we found that the Jaccard Coefficient performs best to measure the structural attributes 
between nodes. The formula is given in Eq. 2:

where |�i| and |�j| refer to the degrees of nodes i and j, or the numbers of their neighbors. 
|�i ∩ �j| . represents the number of co-neighbors between i and j. This method is an indica-
tor that comprehensively considers the number of co-neighbors and the degree of nodes. 
Past experiments show that it usually improves the efficiency without compromising accu-
racy much (Samanthula and Jiang 2015).

Collaboration ratio between scholars Xia et al. (2014) introduced the number of collabo-
rations into their random walk model. However, absolute numbers cannot reflect the sence 
of the relationships, so we need to incorporate the total number of researchers’ publica-
tions. We de t relationship strength between two scholars as the following formula:

We use 0 ≤ Colfreij ≤ 1 to indicate the strength of cooperation between two scholars and 
use Paperij to indicate the number of papers co-authored by scholars i and j. Paperi and 
Paperj are the number of papers published by scholars i and j respectively.

Institutional weight This study combines the institution network with the co-author net-
work. Therefore, in the random walk process, it is possible to use the cooperation rela-
tionship between institutions to adjust the node relevance. Obviously, the strength of the 
cooperation between institutions will also affect the possibility of cooperation between 
their inner members. In particular, if one institution has a large quantity of research part-
ners, how to distinguish the importance of partners is pivotal. A simple way is to count the 

(2)JAij =
|�i ∩ �j|

|�i| + |�j| − |�i ∩ �j|
.

(3)Colfreij =
Paperij

Paperi + Paperj − Paperij
.
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scholars in each institution and their collaboration frequency. Briefly, we define the weight 
between the institutions in Eqs. 4–6 as follows:

If both scholars i and j belong to institution Instix, then the institution weight SInst_Weiij 
will be:

If scholars i and j belong to different institutions Instix and Instiy, then the institution weight 
DInst_Weiij will be:

Numx and Numy represent the total number of scholars within the institutions of i and j. 
0 ≤ Colfrexy ≤ 1 is the collaboration ratio of institution x and y and can be calculated 
with the number of papers they published before. It can be proved that if two scholars come 
from the same institution, the weight of the institution will be larger and more advanta-
geous than the institutional weight of two scholars from different institutions. The aim we 
set institutional weight is to highlight t importance of the institution when recommending 
collaborators.

Transition probability of HNRWalker: the combination of multiple attributes Previous lit-
erature shows that the recommendation effect of the node-similarity methods is susceptible 
to the close relationships between nodes. In general, the denser the relationships between 
nodes, the better the recommendation result. However, most social networks including 
the co-author network, are not dense in the real environment. Therefore, it is necessary to 
improve and innovate the structural similarity of network nodes. We tried to join the insti-
tution network and combine the attributes of the heterogeneous network to formalize new 
indicators.

As shown in Fig. 4:
P1: If scholars i (A) and j (B) are in the same institution, and they once have published 

papers together, we can define the transition probability from i to j in Eq. 7:

P2: If scholars i (A) and j (C) are not in the same institution, but they once have published 
papers together, we can define the transition probability from i to j in Eq. 8:

(4)SInst_Weiij =
1

Numx

=
1

Numy

.

(5)DInst_Weiij =
Colfrexy

Numx + Numy

(6)Colfrexy =
Paperxy

Paperx + Papery − Paperxy

(6)

Pr oij = (SInst_Weiij + Colfreij) ∗ JAij =

(
1

Numx

+
Paperij

Paperi + Paperj − Paperij

)
∗ 1

(7)

Proij =
(
DInst_Weiij + Colfreij

)
∗ JAij =

(
Colfrexy

Numx + Numy

+
Paperij

Paperi + Paperj − Paperij

)
∗ 1
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P3: If scholars i (A) and j (D) are in the same institution, but have published papers 
together ( Colfreij=0 ), we can define the probability of walking from i to j in Eq. 9:

P4: If scholars i (A) and j (E) are not in the same institution and have n published papers 
together ( Colfreij = 0 ), we can define the probability of walking from i to j in Equation:

It can be inferred from Eqs. 4 and 5 that SInst_Weiij . is always higher than DInst_Weiij , 
which means that two scholars in the same institution have higher institutional weight than 
two scholars in different institutions. Moreover, it is certain that JAij in P3–P4 ranges from 
0 to 1 and could not be higher than 1. In P1 and P2, we set JAij to 1 because we assume that 
two scholars who have cooperated before own the highest JA value at 1. There is another 
difference between P1 and P3, P2 and P4. In P1 and P2, we add the collaboration frequency 
to Proij so that we can respect scholars’ past cooperation habits during random walking.

Pseudocode of the algorithm

In summary, the procedure of the proposed HNRWalker can be described in Table 4 as 
follows.

Experiments

To evaluate our algorithm, a 3-stage experiment is adopted in this study. The experiments 
were operated in the environment of an Inter(R) Core(tm) i5 processor, Windows10 sys-
tem, 16 G memory computer, and Python 2.7. Some web crawler tools were used to acquire 
journal papers published in Library and Information Science (LIS) during 2005–2015 from 
ISI (Institute for Scientific Information) Web of Science (WoS), which is maintained by 
Thomson Reuters Scientific and widely used as the standard tool to generate citation data 
for research (Wang et al. 2016). Importantly, scholars were identified by both names and 
institutions. That is to say, scholars with the same name but in different institutions are 
regarded as different scholars. Meanwhile, if a scholar belongs to two different institutions, 
he or she is divided into two scholars. Finally, our data-set includes 72,315 papers pub-
lished by 65,535 authors from 2005 to 2015. While processing the data, we found that the 
data is sparse. Regarding the scholar pool, 59,342 scholars had less than five collaborators 
and only 1.31% of the scholars had more than ten collaborators (or we could call them 
neighbor nodes in the networks).

We conducted one-to-one numbering for all papers and authors and used unique 
identifiers throughout the experiments. Then, we randomly selected 35 scholars with 
more than five collaborators as the target seeds. To divide the data into the test set and 

(8)Proij=(SInst_Weiij + Colfreij) ∗ JAij =
1

Numx

∗

|||�i ∩ �j
|||

|||�i|+|�j|−|�i ∩ �j
|||

(10)

Proij=(DInst_Weiij + Colfreij) ∗ JAij =

(
1

Numx + Numy

)
∗

|||�i ∩ �j
|||

|||�i|+|�j|−|�i ∩ �j
|||
.
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training set, we randomly put one-fifth of the partnerships into the test set and put the 
remaining partnerships into the training set. This procedure ensures that the number of 
partnerships between the training set and the test set remains at a golden ratio of 4:1, 
which is an appropriate ratio chosen by many researchers. After cutting, the entire train-
ing set contains 154,562 linkage pairs, and the test set contains 39,237 linkage pairs.

Finally, three stages of comparative experiments were conducted to validate our pre-
vious conjectures.

Stage 1 To test whether introduction of the institution network can improve the recom-
mendation results, we compared our proposed HNRWalker algorithm with the Co-author 
Network-based Random Walk (CNRWalker) algorithm. This type of benchmark is simi-
lar to HNRWalker. However, since CNRWalker is based on a homogeneous network (co-
author network), all their linkages are built between co-authors, which also means that 
there are only two meta-paths ( p1 and p2 in Fig.  4) while walking. The transition prob-
abilities of path p1 and p2 are measured by Eqs. 7 and 8. In a word, HNRWalker_JA is 
compared with CNRWalker_JA in this stage of experiment.

Table 4  Procedure of the designed HNRWalker algorithm

Algorithm HNRWALKER

1: Input: usertarget (user who need collaborator recommendation)

2: Collaboration_setscholar (cooperation situation of scholars)

3: Collaboration_setinstitude(cooperation situation of institutions)

4: Output: recom_settarget ( recommendation set).

5: Begin: usertarget iteration

6: For i=1 to k do

7: For j=1 to 3 do

8: Find the node set node_sethoopj
that current node can continue walking to

9: Calculate the transition probability set pro_sethoopj

10: Generate a random number R based on pro_sethoopj

11: Get the probability range and find the land point 

12: If Land_Point not in Collobration_SetScholar

13: Add Land_Point to the Candidate_Settarget

14: End for

15: End for

16: Count the number of occurrences of each node in the Candidate_Settarget

17: Sort the number of times for building the Recom_Settarget

18: End
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Stage 2 Following Eqs. 7–10, we combined our Heterogeneous Network-based Random 
Walk (HNRWalker) algorithm with node-based link prediction methods (JA, AA, RA, CN, 
and PA) as HNRWalker_JA, HNRWalker_AA, HNRWalker_RA, HNRWalker_CN, and 
HNRWalker_PA. Then, we compared their performance with JA, AA, RA, CN and PA 
(formulas are shown in Table 2). In this way, the effect of the HNRWalker algorithm with 
new similarity assessment measures can be verified. It is easy to find that the link weight 
of the real neighbors (co-authors) is 1 from Eqs. 7 and 8. This is because the similarity cal-
culated by JA ranges from 0 to 1 and the maximum is 1. However, as the range of CN and 
PA is not limited in [0, 1], we need to normalize the values. The normalization strategy was 
adopted in three steps. First, for neighbors built by the co-author network, we found the 
maximum values of PA and CN. Then, we calculated the PA and CN for neighbors built by 
the institution network. Last, these values were divided by the maximum value to get their 
ratios.

Stage 3 Our proposed HNRWalker was compared with PersonalRank (PR for short) and 
RWR (Eq. 1) to verify the efficiency of the proposed random walk mechanism. The PR 
formula is shown in Eq. 11. d is the probability of stopping walking and turning back to 
the starting node. N is the number of nodes in the network. in(i) and out(j) refer to the in-
degree of i and the out-degree of j.

Evaluation indexes of Precision (Shi et al. 2016) and AUC (short for Area Under Curve) 
(Zahr et  al. 2010) are selected in this paper. Precision, shown in Eq.  12, is equal to the 
ratio of actual positive examples in the recommended positive examples. AUC measures 
the probability that the score of an actual existing linkage selected randomly will be higher 
than the score of non-existent linkage, which is also selected randomly. Assuming that we 
compare them N times independently, and there are n′ existing links with higher scores and 
n′′ linkages with the same scores, then the value of AUC can be calculated with Eq. 13.

The value of AUC ranges from 0 to 1, and the higher the value, the better the recom-
mendation performance of the algorithm. If all the prediction scores are made randomly, 
then AUC equals 0.5. Therefore, it is generally recognized that the AUC values of good 
recommendation algorithms should not be lower than 0.5, which means their performances 
are even worse than the random conjectures (Huang and Ling 2005).

Validation results and analyses

In Tables  5 and 6 and Fig.  5, the results of the three stages of experiments are shown 
respectively. Higher evaluation indicator values are highlighted in bold in tables, and fig-
ures utilize the color histogram to compare performance differences.  

(11)PRi =
d

N
+ (1 − d)

∑

j∈in(i)

PRj

|out(j)|

(12)Precision =
the number of correct positive predictions

the number of positive predictions

(13)AUC = (n� + 0.5n�� )∕N
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According to Table 5, the HNRWalker_JA algorithm obtains higher precision, which 
means that it performs significantly better than CNRWalker_JA regardless of the num-
ber of scholars recommended. Meanwhile, for the AUC index, HNRWalker_JA also has 
higher AUC than CNRWalker_JA in total. The results show that introducing the institu-
tion network is effective.

According to Table 6, link prediction algorithms such as AA, CN, and RA have poor 
recommendation effects since their AUC values are sometimes lower than 0.5. However, 
if the numbers of the collaborators that systems recommended are less than 10, PA gets 
suitable AUC values. We have reason to believe that if the data is sparse, nodes with 
higher degrees are more likely to be recommended. It is easy to see that most of the 
combinational algorithms have better performance compared with the link prediction 
algorithm, especially if we just recommend a few (one to three) collaborators to each 
scholar. There are two possible reasons for this result. First, in a sparse data-set, the role 
of neighbors is more important than other features. Secondly, random walk is based on 
the topological graph. In this graph, the existence of common neighbors will expand 
the walking path. Therefore, nodes with more common neighbors have larger advantage 
during the random walk. Compared with AA, JA, etc., the improvement effect of PA is 
not as good as others since it considers the node degree but not the common neighbors.

We found that both RWR and PR are much lower in precision value than HNR-
Walker (Fig.  5). Traditional random walk algorithms cannot fully utilize the net-
work information because of their random mechanism. Besides, they do not obey 
Markov Chain during the process of iteration and walking, which means that there 
are evolvements among the visited nodes. But in fact, further study is needed to prove 
whether this evolution is reasonable. More importantly, the AUC of HNRWalker_JA, 

Table 5  Experiment performance (stage 1): comparison of HNRWalker_JA and CNRWalker_JA

Precision (%) AUC (%)

@1 @2 @3 @5 @10 @1 @2 @3 @5 @10
HNRWalker_JA 28.13 26.56 19.79 16.25 9.69 61.35 71.34 74.37 74.83 78.47
CNRWalker_JA 15.63 15.63 15.63 10.00 6.25 62.96 61.30 61.40 70.10 72.33

Table 6  Experiment performance (stage 2): comparison of HNRWalker and Node-based Methods

Precision (%) AUC (%)

@1 @2 @3 @5 @10 @1 @2 @3 @5 @10
HNRWalker_JA 28.13 26.56 19.79 16.25 9.69 61.35 71.34 74.37 74.83 78.47
JA 15.63 12.50 15.63 15.00 8.54 37.26 45.88 55.97 65.84 72.19
HNRWalker_AA 25.00 26.56 21.88 15.63 10.94 71.88 71.96 72.76 74.99 70.45
AA 9.38 9.38 14.58 13.75 9.18 58.26 48.61 46.64 55.14 63.45
HNRWalker_RA 28.13 26.56 18.75 15.63 10.31 62.32 70.96 77.85 73.60 73.22
RA 9.38 7.81 7.29 10.63 8.23 47.43 52.38 55.42 42.15 47.31
HNRWalker_CN 25.00 26.56 23.96 19.38 11.88 52.08 55.44 65.63 71.27 75.47
CN 12.50 14.06 15.63 15.00 9.81 41.46 50.20 51.23 58.38 62.48
HNRWalker_PA 18.75 17.19 13.54 10.00 7.50 50.00 47.51 49.77 55.12 59.99
PA 15.63 12.50 9.38 8.75 7.91 62.81 67.51 66.63 58.73 48.77
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HNRWalker_AA, and HNRWalker_RA are higher than 60%, while RWR and PR are 
not.

Thus, we conclude that: (1) Compared with three types of benchmarks in terms of 
Precision and AUC indexes, the combination of HNRWalker and JA, AA, RA, and CN 
have better performance. (2) HNRWalker is suitable to combine with the index that 
considers common neighbors. For the index focused on the degree of nodes (PA), the 
combinative effect may not be good, especially in terms of AUC. (3) In general, our 
purposed HNRWalker_JA had higher effect in Precision and AUC indexes than the 
typical PR and RWR. This demonstrates that the designed transition probability which 
combined with the characteristics of heterogeneous networks and the novel walking 
mechanism plays a powerful role in improving the accuracy of recommendations.

@1 @2 @3 @5 @10
HNRWalker_JA 28.13 26.56 19.79 16.25 9.69
HNRWalker_AA 25.00 26.56 21.88 15.63 10.94
HNRWalker_RA 28.13 26.56 18.75 15.63 10.31
HNRWalker_CN 25.00 26.56 23.96 19.38 11.88
HNRWalker_PA 18.75 17.19 13.54 10.00 7.50
PR 9.38 6.25 4.17 3.13 1.88
RWR 6.25 6.25 4.17 3.13 1.56
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RWR 88.33 53.33 54.62 60.39 61.14

45
50
55
60
65
70
75
80
85
90

AUC (%)

HNRWalker_JA HNRWalker_AA HNRWalker_RA HNRWalker_CN HNRWalker_PA PR RWR

(a)

(b)

Fig. 5  Experiment performance (stage 3): comparison of HNRWalker, PR, and RWR 
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Discussion

Conclusions

This paper makes innovations on both the selection of collaboration features and recom-
mendation methods. Specifically, this paper builds a heterogeneous network with insti-
tution and co-author networks. It proves the importance of the institution characteristic 
for collaborator recommendation and provides a referable method to build heterogene-
ous networks in recommender systems research. This research identifies four types of 
neighbor relationships in the heterogeneous network and proposes a set of similarity 
assessment measures. This set of similarities includes the nodes’ co-author informa-
tion, neighbor information, and institution information. It can effectively measure the 
similarity between nodes and convert static transitivity into dynamic transitivity. In fact, 
transition probability is an important part of the random walk algorithm. Some effective 
improvement toward it can significantly improve the performance of the whole algo-
rithm. Our experiment in stage 3 demonstrated the effectiveness of the improvement, so 
it can be applied to other walking algorithms. Furthermore, this paper proposes a novel 
method that obtains the recommendation set by sorting the recommendation opportuni-
ties candidates get. This is a new way of sorting candidates. All the validation results 
show that the proposed approach performs much better than the benchmarks and the 
fusion of cooperation elements and the improvements based on the random walk algo-
rithm are effective. From the perspective of networks and methods, the proposed HNR-
Walker is practical and could be extended to venues recommendation, object classifica-
tion, and segmentation.

Limitations and future works

This study has several limitations that should be improved in the future. First, data we 
used are journal papers published in LIS, and two questions are worth further explora-
tion. One is whether there are disciplinary differences in scientific collaboration, such as 
in biology, chemistry, and linguistics. The other one is that we treated the scholars who 
belong to multiple institutions as distinct users. Although there are no more than 15 
scholars who belong to multiple institutions in our data, we still hope to find a strategy 
to deal with this problem in the future. Second, only institution and co-author networks 
are constructed into the heterogeneous network. Other networks such as geographic 
location have not been considered. How to make use of these relationships and build 
a more comprehensive and broader heterogeneous network will be the next focus of 
our research. Third, the method proposed in this paper is mainly based on the neighbor 
structure, while the semantic relevance of papers and scholars’ interests have not been 
considered. As semantic analysis can mine the transition of scholars’ academic interest 
and recognize their current interests, topic modeling methods and semantic language 
models will be utilized in future to construct semantic features.
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